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Defining Applied Linguistics

[Brumfit, 1997, 93]
A working definition of applied linguistics will then be the
theoretical and empirical investigation of real-world problems in
which language is a central issue.

Applied linguistics is hard to define (what is to be applied?)
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Defining Applied Linguistics

[Spolsky, 2005, 36]
Applied Linguistics [is now] a cover term for a sizeable group of
semi-autonomous disciplines, each dividing its parentage
and allegiances between the formal study of language and
other relevant fields, and each working to develop its own
methodologies and principles.

Lack of coherence and exchange between the different subfields

The AAAL (American Ass. for Applied Linguistics) 2010 conference
lists 16 topic areas and AILA up to 28 areas.
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Defining Applied Linguistics

[Schmitt and Celce-Murcia, 2020, 2]
Traditionally, the primary concern of applied linguistics has
been L2 acquisition theory, L2 pedagogy, and the interface
between the two.

Other important areas are:
Corpus linguistics
Psycholinguistics
Sociolinguistics
Translation studies
Forensic linguistics
Multilingualism
Natural language processing
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NLP in Applied Linguistics

[Jarvis, 2012, 51]
Among the more prominent areas of overlap between Applied
Linguistics and ANLP are the areas of research known as
corpus linguistics, learner corpus linguistics, stylometry,
and lexical richness research.

In this talk, we will also discuss some contributions of NLP to
these 4 fields, with a focus on Cental’s work
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CL has undergone major evolutions

1st computer-based corpora
emerged in the 1970s

Brown corpus (1 million
words)

Manual annotation of
linguistic phenomena

Annotation disagreement
−→ IRA is needed

Current corpora are huge (need for
scalability)
−→WaCky corpora: ukWaC (2
billion words), frWaC (1.6 billion)
[Baroni et al., 2009]
−→ TenTen corpora: 10 billion words
per language, for more than 35
languages.

NLP can be used to ensure
reproducibility of
annotations/analyses.
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Pro and cons of NLP

NLP can sometimes carry out annotation tasks better than
humans.

Mean inter-annotator disagreement for annotating Penn Treebank with
POS-tag was 7.2% and their accuracy error compared to a benchmark
was 5.4%. [Marcinkiewicz, 1994].

Accuracy of the best POS-tagger for English : accuracy error = 2.15%
[Akbik et al., 2019].

NLP methods can detect patterns in language that are not visible to
human experts
−→ plagiarism, statistical regularities, etc.

Various uses: content or topic classification, variety identification, text
similarity, sentiment categorization, translation, etc.
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Pro and cons of NLP

NLP can sometimes perform below human level.
Natural language understanding tasks remains complex for the machine

[Nangia and Bowman, 2019] compare humans and BERT performance
on nine tasks (GLUE) of answer selection task, language inference, etc.

Humans outperformed BERT on 6 tasks out of 9
−→ humans are even better when little data is available for training.

Also for tasks with little research (e.g. automatic feedback, automatic
exercise generation, etc.)
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Example of difficult task for a human

Which word is the most “difficult” for a L2 learner?
hardship vs. complication
bin vs. basket
nonetheless vs. nevertheless

Please vote on Woopclap: www.wooclap.com/ALTETFR
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The view from CL: frequencies

hardship (8) vs. complication (12)
bin (11) vs. basket (18)
nonetheless (13) vs. nevertheless (72)

Not much difference between these words, except for
nevertheless!
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Combining CL and NLP: the CEFRLex project

To offer lexical resources
describing word distributions
in textbooks across the 6
CEFR levels.

Possible uses :

Help teachers to identify complex words
Targeted vocabulary learning (which word to learn at which level)
Comparing the frequency of usage of synonyms
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The CEFRLex project: current projects

FLELex (French L2)
1st project started in 2014

Available at
https://cental.uclouvain.be/cefrlex/flelex/

Publication: [François et al., 2014b]

Team: Thomas François, Núria Gala, Anaïs Tack, Patrick
Watrin, Cédrick Fairon

EFLLex (English L2)
Available at
http://cental.uclouvain.be/cefrlex/efllex

Publication: [Dürlich and François, 2018]

Team: Thomas François, Luise Dürlich
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The CEFRLex project: current projects

SVALex (Swedish L2 - reception)
Available at
https://cental.uclouvain.be/cefrlex/svalex/

Publication: [François et al., 2016]

Team: Thomas François, Elena Volodina, Ildikó Pilán,
Anaïs Tack

SweLLex (Swedish L2 - production)
Available at
https://cental.uclouvain.be/cefrlex/svalex/

Publication: [Volodina et al., 2016]

Team: Elena Volodina, Ildikó Pilán, Lorena Llozhi, Baptiste
Degryse and Thomas François
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The CEFRLex project: current projects

NT2Lex - Dutch L2
Available at https:
//cental.uclouvain.be/cefrlex/nt2elex/

Publication: [Tack et al., 2018]

Team: Anaïs Tack, Thomas François, Piet Desmet, Cédrick
Fairon

ELELex - Spanish L2
Publication in prep. Available at
https://cental.uclouvain.be/cefrlex/elelex/

Publication: scheduled for 2022

Team: Thomas François, Barbara De Cock, Irwing Palacios
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The CEFRLex project: current projects

DAFLex - German L2
Available at
https://cental.uclouvain.be/cefrlex/daflex/

Publication: To come

Team: Thomas François, Patricia Kerres, David Alfter,
Damien De Meyere, Ferran Suñer Muñoz
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Example: entries from EFLLex and ELELex

lemma tag A1 A2 B1 B2 C1 total
cat NN 2.940 202.796 31.681 33.339 28.9847 65.019

empty JJ 86.492 150.888 65.947 194.801 123.405 156.021
explore VB 20.578 54.677 73.625 46.070 56.961 69.590

obviously RB 0 11.034 2.589 68.463 36.665 30.689
tiresome JJ 0 0 0 0.315 0.815 0.611

video NN 2.467 0.556 34.825 23.802 13.248 18.431
write VB 934.708 378.337 760.734 536.380 713.326 549.909

shopping centre NN 0 5.040 2.589 0 0.815 1.946
sign up VB 0 0.887 10.789 2.499 6.216 5.302

lemma tag A1 A2 B1 B2 C1 Total
incluir VM 5.4 60.35 31.3 90.4 258.04 74.1

llamada NCF 9.6 45.3 56 40.8 9.1 44.6
monumental AQ0 0 0 1.3 2 0 1.14
malententido NCM 0 0 0.4 0 0 0.04

acerca de SP 0 0 4.9 21.4 18.3 8.2
al fin y al cabo RG 0 0 0.4 15.5 10.2 4.1
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Common methodology

1 Collect a corpus of texts intended for L2 learners (from textbooks
or simplified readers)
−→ The texts must be labelled with a CEFR level

2 Find the lemma and the part-of-speech tag of each word in the
corpus
−→ Issue : what is a word ? MWE !

3 Estimate the frequency distribution of each lemma using a
robust estimator
−→ dispersion index [Carroll et al., 1971] to normalize
frequencies

4 Iterative process: manual postprocessing of the resource to
correct NLP errors precedes a new frequency estimation step
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CEFRLex project: Assets

Allow to discriminate
words within a level
Frequency estimation
from authentic
pedagogical documents

Disambiguation as
regards POS-tags

How can we predict complex words based on CEFRLex?
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Challenge

Problem: How to transform a distribution into a single level?

Example: the distribution of nevertheless
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Training the function on the RLD

1 Digitalizing Beacco’s RLD (chap. 4 and 6)
2 4,296 common words between Beacco and Flelex
3 Training an AI model to predict Beacco CEFR level from FLELex

distributions [Pintard and François, 2020]

BeaccoFLELex_AB
Acc Prec F1 MAE

First occ [Tack et al., 2016] 0.25 0.45 0.21 1.25
Most freq [Todirascu et al., 2019] 0.18 0.35 0.23 1.62

Maj class 0.40 0.16 0.23 1.13
Lexique3 frequency

SVM 0.49 0.44 0.43 0.76
Boosting 0.49 0.38 0.39 0.80

FLELex frequencies
SVM 0.53 0.48 0.46 0.68

Boosting 0.54 0.51 0.48 0.66
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Analyse
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Introduction

[Crystal, 2012, 16]
“By style I mean the set of linguistic features that, taken
together, uniquely identify a language user. The notion
presupposes that there has been a choice [...]“

The notion of choice implies that regularities can be detected in
a style
−→ Statistics is the obvious tool to this aim

Stylometry has always been close to NLP by the use of
advanced statistical methods and computers
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Aims of stylometry

Authorship attribution (e.g. who is behind Shakespeare’s
signature?)

Author profiling (e.g. get demographics about social networks
users).

Forensic uses (e.g. profile the criminal based on language
evidences)

Author clustering (e.g. when N texts can be attributed to M
writers).

Detecting liars and fabricated stories (e.g. The Donation of
Constantine was written later than the 3rd century)

Analyzing individual differences, i.e. political discourses.
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Traditional means of stylometry

Relies on surface forms of words,
sometimes on lemmas.

frequency distribution of words in the
texts

vocabulary richness measures (TTR,
lexical density, etc.)

Distance-based measures (Burrow’s
Delta, Kullback-Leibler, Labbé’s
Intertextual distance, Cosine, etc.)

Principal Component Analysis

Figure: Taken from [Savoy, 2020, 49] .
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Contributions of NLP

NLP can help capture a much wider set of stylistic features
(variety)
−→ e.g. n-grams, POS-tags, parsed trees and syntactic
structures, disambiguating surface forms, etc.

Modern machine learning algorithms can help better extract
regularities from the texts.
−→ Classification methods can be used to better solve the
above issues in the field.
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Contributions of NLP

Distributed representations and Deep learning open new avenues in
stylometry: adversarial stylometry.

Can adapt or generate a text while imitating the style of a given person.
Obfuscation aims at erasing the stylistic idiosyncrasies of a given
authors to hide his/her demographics.

Figure: Taken from [Savoy, 2020, 91] .
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FABRA: a tool for stylometry analysis in French

French Aggregator-Based
Readability Assessment toolkit

Similar tools exists for other
languages: Coh-Metrix
[Graesser et al., 2004], CTAP
[Chen and Meurers, 2016],
Coh-Metrix-Port
[Scarton and Aluısio, 2010], ...

No such tool for French is available:
provide up to 461 variables

+ we offer 18 aggregators instead of
only average values
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Using FABRA

Still in a Beta version!
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Comparing 2 texts with FABRA

I analyzed a narrative text (1) vs. an informative text (2) with FABRA
(both B1)

Sentences are nearly 2x longer in text 1

Text 1 has much more Nouns (26%) than text 2 (17%)

Text 1 (40%) has much feminine words than text 2 (26%)

Text 2 uses more A1 words (63%) than text 1 (56%)

Text 1 has less noun modifier (1.3 per sentence) than text 2 (2 per
sentence)

...

Based on stylistic analyses such as those of FABRA, one can also
support clear writing of documents.

33/67



Introduction CL Stylometry Learner References

AMesure: Tool to make your style simpler

AMesure aims to help writers
to remember and apply
simple reading guidelines:

A global readability score (in A)
[François et al., 2014a]

11 readability yardsticks to assess
several linguistics dimensions of
the text independently (B)

Highlighting complex phenomena
in the text (C)

Suggestions for simple writing for

each sentence (D)
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Detecting complex phenomena in administrative texts

Currently detected:

Subordinated clauses :

relative clauses
object clause (fr. complétive)
adverbial clause

Passive sentence

Brackets

Technical terms (list-based)

Abbreviations (list-based and rules-based)

Complex words (frequency-based)

More to come (Ph.D. thesis of Adeline Müller)!
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Showing advices: example

Figure: [François et al., 2020]
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Introduction

Language learning has been the main focus of Applied
Linguistics: too much work to be summarized
−→ see [Schmitt and Celce-Murcia, 2020]

A few topics that I will disccus:

Tracking second language acquisition
Reading skills
Assessing
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Contributions of NLP to SLA

One central issue in SLA is describing the development of L2:

Identifying fixed stages in development
−→ e.g. Processability theory [Pienemann, 1998] or ”Itinéraires
d’acquisition“ [Bartning and Schlyter, 2004]

NLP can be used to process large learner corpora (scalability)
and extract more complex linguistic phenomena (variety)
−→ productive CEFRLex resource for Swedish
[Volodina et al., 2016]
−→ [Zilio et al., 2018] compare receptive and productive uses of
various morphological and syntactic features.
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Contributions of NLP to SLA

One central issue in SLA is describing the development of L2

Analysis of the complexity of L2 learner’s language:

Lexical, morphological, and syntactic complexity
[Wolfe-Quintero et al., 1998, Bulté and Housen, 2012]
Phraseological complexity [Paquot, 2019]

FABRA can be used to automatize this type of analysis for
French (for English, see [Lu, 2010]).
+ offers a wider set of features (variety).
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FABRA and CEFRLex

FABRA allows you to compute various statistics based on FLELex

Variables 172 to 176 (e.g. LEXgrdFFOA1) count the words in a
text per level of the CEFR, based on FLELex (first occurrence)

LEXgrdFMLA1: words in CEFR level A1, based on the above ML
algorithm [Pintard and François, 2020]

LEXgrdFSOOUA1: words in CEFR level A1, based on significant
onset of use [Alfter et al., 2016]

LEXgrdBA1: words in A1 level, based on the Beacco RLD
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Contributions of NLP to reading skills

Readability aims at predicting the reading skills needed to read a text.

The origins: first works in the field [Gray and Leary, 1935]

Classic period: formulas are based on linear regression and
mostly use two indices [Flesch, 1948]

The cloze test era: more motivated features (= cause of
difficulty) [Bormuth, 1969]

Structuro-cognitivist period : incoporate new textual
dimensions [Kintsch and Vipond, 1979]

AI readability : NLP-enabled features are combined with more
complex statistical algorithms.
[Collins-Thompson and Callan, 2005]
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A new readability formula for FFL

Based on [Yancey et al., 2021], upgrade on
[François and Fairon, 2012]

Main improvements

Larger training dataset: 2751 texts from 48 FFL textbooks, using
the CEFR scale

New features: pedagogical (Beacco) and cognitive

Use of Deep Learning

Formula will be available online!
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Results

FLE-CORP
Features Acc. Adj. Acc. R

Majority Class 0.21 0.42 -
LSD SVM [François, 2011] 0.50 0.82 0.71
Cognitive (Cog.) 0.35 0.67 0.44
Pedagogical (Ped.) 0.40 0.69 0.52
Log Term-Frequency SVM 0.53 0.83 0.71
fastText SVM 0.50 0.82 0.70
LSD + Ped. + Cog. + BERT 0.56 0.87 0.77

Hierarchical Attention (HAN) 0.53 0.85 0.75
Fine-Tuned BERT 0.58 0.90 0.82

Table: Main results of the study
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Generalisability of the formula

SERIES-SPLIT GRADED READERS
Features Acc. Adj. Acc. R Acc. Adj. Acc. R

Most Common Class 0.03 0.20 -
Lex., Syn., Disc. (LSD) 0.44 0.80 0.66 0.42 0.82 0.56
Log Term-Frequency 0.39 0.78 0.59 0.28 0.68 0.32

LSD + Cog. 0.44 0.79 0.66 0.41 0.81 0.55
LSD + Ped. 0.45 0.80 0.67 0.44 0.81 0.54
LSD + Ped. + Cog. 0.44 0.78 0.64 0.42 0.83 0.55

fastText 0.40 0.76 0.60 0.41 0.83 0.46
BERT 0.38 0.79 0.61 0.42 0.83 0.37
LSD + Ped. + Cog. + BERT 0.43 0.81 0.6 0.43 0.82 0.42

Hierarchical Attention (HAN) 0.44 0.79 0.66 0.32 0.86 0.52
Fine-Tuned BERT 0.48 0.86 0.74 0.50 0.94 0.59

Table: Model Experiment Results
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First glance at the interface
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First glance at the interface
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Contributions of NLP to Assessment

AES: definition
AES is “the process of evaluating and scoring written prose via
computer programs” [Shermis and Burstein, 2003]

Helps to improve scalability and reliability

Previous methods relies on a rich set of engineered features:

discourse features: essay organization
[Burstein et al., 2003], essay development
[Attali and Burstein, 2006], coherence
[Burstein et al., 2010]
vocabulary: frequency [Attali and Burstein, 2006],
sophistication, collocational usage [Bestgen, 2016]
grammar errors [Wang et al., 2021], spelling errors
[Flor et al., 2019]
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Deep Learning for AES

[Alikaniotis et al., 2016]: one of the 1st approach
−→ design score-specific embeddings
[Dong and Zhang, 2016]: propose a hierarchical model
−→ essays = sequences of sentences, which are sequences of
words (two levels of representations).
[Dong et al., 2017] introduce the mechanism of attention to AES

Figure: Source : https://blog.floydhub.com/attention-mechanism/
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Conclusions

NLP can help applied linguistics in terms of scalability,
reliability or reproducibility, and variety or depth of analysis.

Deep Learning for NLP raises the issue of the quality of human
annotations (just as robots threaten the labour market)

NLP should not be seen as a subfield of AL, but rather a
generalized methodological tool to investigate languages.

NB: not all phenomena or languages can be approached by NLP
or statistics (see low-data contexts).
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Perspectives: fine-tuning

Figure: Source : https://towardsdatascience.com/
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Perspectives: in-context learning

Figure: Source : [Min et al., 2022]
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Thank you for your attention
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